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Abstract
Deep learning networks are increasingly attracting attention in several fields. Among other
applications, deep learning models have been used for denoising of electroencephalography
(EEG) data. These models provided comparable performance with that of traditional tech-
niques. At present, however, the lack of well-structured, standardized datasets with specific
benchmark limits the development of deep learning solutions for EEG denoising. Here, we
present EEGdenoiseNet, a benchmark EEG dataset that is suited for training and testing
deep learning-based denoising models. This permits making valid comparisons across differ-
ent models. EEGdenoiseNet contains 4514 clean EEG epochs, 3400 ocular artifact epochs
and 5598 muscular artifact epochs. This allow the user to produce a large number of noisy
EEG epochs with ground truth for model training and testing. We used EEGdenoiseNet
to evaluate the performance of four classical deep learning networks (a fully-connected net-
work, a simple convolution network, a complex convolution network and a recurrent neural
network). Our analysis suggested that deep learning methods have great potential for EEG
denoising even under high noise contamination. Through EEGdenoiseNet, we hope to ac-
celerate the development of the emerging field of deep learning-based EEG denoising. The
dataset and the code for benchmarking deep learning networks are publicly available on github
(https://github.com/ncclabsustech/EEGdenoiseNet).

Keywords: Deep learning network, Electroencephalography dataset, Benchmark dataset,
EEG artifact removal, EEG denoising
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1 Introduction
Electroencephalography (EEG) solutions permit sensing variations of electrical potential over
the scalp, which are generated by neurons in the gray matter. EEG has proven to be one of the
most important direct and noninvasive approaches to study brain activity during task and rest
conditions. It is nowadays widely used in psychological, neurological and psychiatric studies,
as well as for brain-computer interface research [1, 2, 3, 4, 5, 6].

EEG signals contain not only brain activity, but also several kinds of noise and artefacts,
including ocular [7], myogenic artefacts [8, 9], and in rare cases cardiac artefacts. Accordingly,
a fundamental step to enable the study of neural activity using EEG data is denoising, or
artifact attenuation [10]. Ocular and myogenic artefacts contaminate EEG signals in different
ways: the former are often visible as pulses with relatively large amplitude over frontal regions
[11], whereas the latter frequently appear over temporal and occipital regions, and have broad
spectral content [9, 12].

Various traditional denoising techniques have been developed for the removal of artefacts
from EEG data. Among them, regression-based methods cancel the artifacts by subtracting
estimated noise template signals from EEG data [12, 13, 14, 15]. Adaptive filter-based ap-
proaches rely on the dynamic estimation of filtering coefficients according to the input signal
[16, 17]. Blind source separation (BSS) methods decompose EEG signals into components
[18, 19, 20], assign them to neural and artifactual sources, and reconstruct the clean signal by
recombining the neural components only [9, 12, 21]. BSS methods, however, can only be used
when a large number of electrodes is available.

Deep learning (DL) networks [22, 23, 24, 25] have attracted increasingly attention in the last
years. Thanks to increasing computing resources, boosting data size, and the availability of new
network architectures and learning algorithms, DL networks could be successfully applied to ad-
dress various technological problems, as for instance image [22, 23, 26, 27] and natural language
processing [24, 25, 28]. More recently, DL methods have been used for EEG signal analysis [29],
such as classification [30, 31, 32], reconstruction [33, 34] and generation [35, 36]. They have
also been applied to EEG denoising, providing comparable performance with that of traditional
denoising techniques [37, 38, 39]. Deep neural networks can learn the hidden nature of neural
oscillations in EEG, and therefore remove the fluctuations that are not sourced from authentic
neural activities but from biological artefacts. The performance of deep neural networks relies
fundamentally on the size of training and testing datasets, or, in other words, require big data
[40, 41, 42]. The availability of EEG datasets for benchmark DL-based denoising methods
would be crucial to assess newly developed DL algorithms as compared to existing approaches.
To the best of our knowledge, very few studies have made publicly available raw datasets
that may be suitable for deep learning-based EEG denoising studies. Those datasets were
collected in participants during resting state [43, 44], or during performance of cognitive tasks
[45, 46, 47], motor-related tasks [48, 49, 50, 51]. However, the lack of preprocessed EEG data and
of benchmark algorithms has largely limited the development of DL methods for EEG denoising.

In this study, we present a publicly-available structured dataset, named EEGdenoiseNet [52],
that is particularly suitable for deep network-based EEG noise attenuation studies. Specifically,
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the dataset contains 4514 trials of clean EEG epochs, 3400 trials of ocular artifact epochs, and
5598 trials of myogenic artifact epochs. Each trial was extracted from signals in online public
repositories, and had a duration of 2 seconds. In addition, we also included four typical deep
neural networks to be used as benchmark: a fully-connected neural network (FCNN), a simple
convolution neural network (CNN), a complex CNN, and a recurrent neural network (RNN).
In summary, EEGdenoiseNet can be used to easily generate simulated signals with specific
properties for training and testing DL-based denoising models, without requiring extensive
knowledge on EEG data collection and processing.

2 EEGdenoiseNet Dataset

2.1 Data acquisition and preprocessing

Our main goal is to provide a dataset that is suited for deep learning network-based EEG
denoising study. In this respect, we acquired EEG, EOG and EMG data from several publicly
available data repositories [53, 54, 55, 56, 57, 58, 59, 60]. Then, we preprocessed the data,
and segmented them into epochs of 2 seconds; afterwards, we scaled the epochs to the same
variance and visually checked them to ensure they were clean and ready for use; lastly, we
uploaded the epochs of each category to a publicly available repository named EEGdenoiseNet
. All the data used in this study were acquired from open access archives, and were used
in previous studies. Those studies were ethically approved by their respective local ethical
committees, and followed the Helsinki Declaration of 1975, revised in 2000.

For the EEG epochs (Figure 1a), we used a EEG datasets for motor imaginary brain
computer interface [53]. The EEG dataset contained 64-channel (with international 10-10
system, and sampled at 512 Hz) EEG both for imaginary and real movement conditions of left
and right hand. The data were band-pass filtered between 1 to 80 Hz and notched at powerline
frequency, followed by re-sampling to 256 Hz; then the 64-channel signals were processed using
ICLabel [9] to attenuate artefacts. Then the EEG signals were segmented into epochs of 2
seconds.

For the ocular artifact epochs (Figure 1b), multiple dataset were collected from open-access
EEG data [54, 55, 56, 57, 58, 59]. The horizontal and vertical electroculagraphy (EOG) signals
of the datasets were band-pass filtered between 0.3 and 10 Hz, followed by re-sampling to 256
Hz; then the signals were segmented into epochs of 2 seconds.

For the myogenic artifact epochs (Figure 1c), a facial surface electromyography (EMG)
dataset was used [60]. We choose facial EMG because they are the main sources of myogenic
artefacts. The EMG signals were band-pass filtered between 1 to 120 Hz and notched at
powerline frequency, followed by re-sampling to 512 Hz; then the signals were segmented into
epochs of 2 seconds.

For all the categories, the epochs were standardized by subtracting their mean and dividing
by their standard deviation, and then were visually checked by an expert. We finally acquired
4514 EEG epochs, 3400 ocular artifact epochs and 5598 myogenic artifact epochs. The epochs
for each category were saved separately as Matlab matrix files and Python numpy matrix
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Figure 1: The pipeline for obtaining clean EEG, EOG and MEG.

files to a public data repository. Figure 2 displays a example of clean EEG, horizontal EOG,
vertical EOG and EMG.

2.2 Data Usage

Simulated noisy signals can be generated by linearly mixing the EEG epochs with EOG or
EMG epochs according to formula 1 (see Figure 4):

y = x+ λ · n (1)

where y denotes the mixed signal of EEG and artifacts (ocular or myogenic), x denotes a clean
EEG signal, n denotes artifacts, and λ denotes the relative artifact’s contribution. In this way,
a signal-to-noise ratio (SNR) of the noisy epoch can be adjusted by changing the parameter λ
according to formula 2:

SNR = 10 log
RMS(x)

RMS(λ · n)
(2)

in which the Root Mean Squared (RMS) value is defined as formula 3:

RMS(g) =

√√√√ 1

N

N∑
i=1

∣∣∣∣∣∣gi∣∣∣∣∣∣2
2

(3)

where N denotes the number of samples of an epoch g, and gi denotes the ith sample of a
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Figure 2: Examples of epochs in EEGdenoiseNet dataset. (a) An EEG epoch. (b) A vertical
EOG (vEOG) epoch. (c) A horizontal EOG (hEOG) epoch. (d) An EMG epoch.

epoch g. According to previous studies, the SNR for EEG epochs contaminated by ocular
artifacts should range from -7dB to 2dB[61], and the SNR for those contaminated by myogenic
artifacts should range from -7dB to 4dB [62, 63]. In this way, the clean EEG epochs can be
considered as ground truth, and the mixed epochs as contaminated EEG.

Figure 3: The structure of EEGdenoiseNet

3 Benchmarking deep learning algorithms
Another goal of this study is to provide a set of benchmark algorithms together with the dataset.
In this respect, we first prepared two sets of simulated noisy EEG signals contaminated by ocu-
lar artifacts and myogenic artifacts individually for training and testing the four aforementioned
networks, then evaluated the the networks and defined the evaluation parameters as benchmarks.
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Figure 4: The pipeline for mixing noises to clean EEG signals. (a) Addition of ocular artifacts.
(b) Addition of myogenic artifacts.

3.1 Preparation of simulated signals

For the ocular artifacts contaminated signals, we used 3400 pairs of EEG and EOG epochs in
EEGdeoiseNet, in which 3000 pairs for generating the training set, and 400 pairs for generating
the test set. For the training set, we randomly combined 3000 pairs of EEG and ocular
artifact data ten times according to section 2.2 with the value of the SNR followed a uniform
distribution from -7dB to 2dB. In this way, for each of the four networks, the training set
expanded to 30000 epochs. Likewise, for the testing set, we also randomly combined 400 pair
of epochs with ten different SNR levels (-7dB, -6dB, -5dB, -4dB, -3dB, -2dB, -1dB, 0dB, 1dB,
2dB), and expanded the testing set to 4000 epochs.

For the myogenic artifacts contaminated signals, we used 4514 EEG epochs and 5598
myogenic artifact epochs from our dataset. To match the sampling frequency between EEG
epochs and EMG epochs, we upsampled the EEG epochs to 512Hz. To match the number of
EEG epochs with EMG, we randomly reused some of the data to increase the number of EEG
epochs to 5598 and got 5598 pairs of EEG and myogenic artifact epochs. A total number of
5000 pairs was used for generating the training set, and 598 pairs for generating the test set.
Similar to the procedure for ocular artifact contaminated signals, we expanded the size of the
training and test sets ten times larger, setting the SNR from -7 to 2 dB. We did not use 4 dB
as described in previous section because we posited that the denoising performance would not
show any noticeable change when SNR was larger than 2 dB.

3.2 Network architectures

3.2.1 Fully-connected Neural Network

We first trained a fully-connected network (Figure 5a) of four hidden layers with the ReLu
activation function. The neurons number in each layer is equal to the sampling number of
the input signal (512 for ocular artifacts reduction, 1024 for myogenic artifacts reduction) .
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Dropout regularization was used for reducing overfitting [64]. Noisy EEG was sent in from the
first layer, and then denoised EEG was obtained from the last layer.

Figure 5: The structures of the four DL-based methods for benchmarking. (a)FCNN ; (b)
Simple CNN; (c) Complex CNN; (d) RNN.

3.2.2 Simple Convolution Neural Network

The second Network we used was a simple convolution network (Figure 5b). The network
contained four 1D-convolution layers with small 1*3 kernels, 1 stride, and 64 feature maps
(k3n64s1). Each 1D-convolution layer was followed by a batch-normalization layer (BN) [65]
and a ReLu activation function. To reconstruct the signal, the last convolution layer was
followed by a flatten layer and a dense layer which has 512 or 1024 outputs, the same as the input.

3.2.3 Complex Convolution Neural Network

The third network for benchmark was an one-dimensional residual convolutional Neural Net-
works (1D-ResCNN) model adapted from [38] (Figure 5c). This model has a more complex
structure than the simple convolution network. The difference is that a ResNet with skip-layer
connections is introduced to avoid gradient explosion [23], so that we can train a deeper network
to obtain better capability of feature extraction. To extract multi-scale features, we repeatedly
stacked the residual blocks which use 1*3, 1*5, 1*7 convolution kernel of multiple scales twice
and arranged three sets of residual blocks branches in parallel [27, 66].

3.2.4 Recurrent Neural network (Long-Short Term Memory)

A Long Short-Term Memory (LSTM) network [67](Figure 5d) was considered as the benchmark
of recurrent neural network (RNN). LSTM is capable of learning long-term dependencies, which
might be useful to distinguish the long-term features in noise and EEG signals. Each EEG
sample was sequentially input to LSTM cells, and the output was obtained from the state of
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the each cell through a fully-connected network. This RNN model were initialised to have 1
hidden states, and output network was a three-layer fully-connected network with the ReLu
activation function, dropout regularization and 512 or 1024 neurons in each layer.

3.3 Learning process

The goal of a denoising network is to learn a nonlinear function f that maps noisy EEG y to
pure EEG x (see formula 4):

f : y → x (4)

where y ∈ R1×T denotes the noisy EEG signal, x ∈ R1×T denotes the clean EEG signal. If we
consider x as a sample from the clean EEG signal distribution P (x) and y as a sample from the
noisy EEG signal distribution P (y), the denoising network can also be described as a function
f that maps samples from P (y) to a distribution P (z), in which the difference between P (z)
and P (x) is minimized. That means a denoising network is actually a method to move one
data distribution to another distribution.

In order to facilitate the training and application of neural networks, we normalized the
input noisy EEG signal and the ground-truth EEG signal by dividing the standard deviation
of noisy EEG signal according to formula 5 and 6:

x̂ =
x

σy
(5)

ŷ =
y

σy
(6)

where σy is the standard deviation of noisy signal y. The standard deviation value of each
noise signal was recorded, and finally the magnitude of the denoised EEG signals was restored
by multiplying the denoised output by the corresponding standard deviation value.

For all the four networks, we used the mean squared error (MSE) as loss function LMSE(f)
(see formula 7). The learning process was implemented with gradient descent to minimize the
error between the denoised signal and the ground-truth clean signal.

LMSE(f) =
1

N

N∑
i=1

∣∣∣∣∣∣fi(y)− xi∣∣∣∣∣∣2
2

(7)

where N denotes the number of samples of an epoch, fi(y) denotes ith sample of the output
epoch of the neural network, and xi denotes the ith sample of the ground truth epoch x.

For ocular artifact removal, we trained the fully-connected network and recurrent neural
network with 60 epochs, while the simple CNN and complex CNN models were trained over
30 epochs. For myogenic artifact removal, we trained the fully—connected network with 40
epochs, recurrent neural network with 60 epochs, while the simple CNN and complex CNN
models were trained over 10 epochs. In the optimization, the Adam algorithm was used to
optimize the loss function, and the parameter were set to α = 5e−5, β1 = 0.5, β2 = 0.9.
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All the four networks were implemented in Python 3.7 with Tensorflow 2.2 library, running
on a computer with two NVIDIA Tesla V100 GPUs. The codes for the benchmarking algo-
rithms are publicly available online at https://github.com/ncclabsustech/EEGdenoiseNet.

3.4 Performance Evaluation as Benchmark

We firstly employed network convergence as a qualitative evaluation across the four networks,
which in a way provide rich information about the learning, testing and diagnose of the networks.
The convergence curve of both training and testing processes were acquired by calculating the
loss function value (see formula 7) with respect to the number of epochs.

We then quantitatively examined the performance of the networks by applying three
objective measures on the denoised data [62], including Relative Root Mean Square Error
(RRMSE) in the temporal domain (RRMSEtemporal, see formula 8), RRMSE in the spectral
domain (RRMSEspectral, see formula 9) and the average correlation coefficient (ACC see
formula 10).

RRMSEtemporal =
RMS(f(y)− x)

RMS(x)
(8)

RRMSEspectral =
RMS(PSD(f(y))− PSD(x))

RMS(PSD(x))
(9)

where the function PSD() denotes to the power spectral density of an input signal.

ACC =
Cov(f(y), x)√
V ar(f(y))V ar(x)

(10)

4 Results
To give a general overview of the denoising outcome, we first display some example epochs
in the test procedure in both time and frequency domains for ocular artifact removal (see
Figure 6), and for myogenic artifact removal (see Figure 7), respectively. For each network
and type of artifact, we displayed two examples: one of the best result (in left column) and
one of the worst result (in right column). Generally, both in ocular and myogenic artifact
removal,the artefacts were largely attenuated and the EEG samples without noise were well
reconstructed. The frequency domain diagram show that the artefacts in low frequency bands
were well detected and removed, but the high frequency were affacted by some residual noise.

Importantly, we evaluated the four algorithms to be used as benchmark in two manner:
qualitative evaluation using loss versus the number of epochs during training and testing, and
quantitative evaluation using RRMSEtemporal, RRMSEspectral and ACC.

Figure 8 shows the loss versus the number of epochs for the four networks for ocular artifact
removal. In general, both training and test loss of all the networks showed a decreasing trend
with an increase of the epoch number. The training loss of each network was always lower
than the test loss. RNN showed the highest initial loss value both in training loss and test loss
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Figure 6: Some examplary epochs of the performance in temporal domain (upper) and spectral
domain (bottom) for ocular artifact removal. (a) FCNN. (b) Simple CNN. (c) Complex CNN.
(d) RNN. (left) The examples with the best denoising performance; (right) the examples
with the worst denosing performance. The green, red and blue line are the noisy EEG, the
ground-true EEG and the cleaned EEG by EEGdenoiseNet, respectively.

(see Figure 8d), followed by FCNN (see Figure 8a) and simple CNN (see Figure 8b), whereas
complex CNN (see Figure 8c) showed the lowest training and test loss. The simple CNN
and complex CNN showed larger dropping speed in training and test loss compared to the
FCNN and RNN. The drop of training loss of all the networks was still visible after 25 epochs,
whereas the drop of test loss in FCNN simple CNN and complex CNN was barely noticeable
after 25 epochs. Only the test loss of RNN still showed a slight decreasing trend after 25 epochs.

Figure 9 shows the loss versus the number of epochs for the four networks for myogenic
artifact removal. In general, FCNN and RNN showed decreasing trend both in training loss
and test loss, whereas simple CNN and complex CNN showed decreasing trend only in training
loss. Simple CNN and complex CNN presented a very serious phenomenon of over-fitting
and reached their minimum values after one epoch and two epochs respectively. In order
to eliminate the influence of over-fitting phenomenon in the results, for the two convolution
networks, we selected the network with the minimum test loss as the trained network and
tested its noise reduction ability. Comparing FCNN and RNN that have reasonable loss
curves, we noticed that FCNN had lower training loss than RNN, but similar test loss, mean-
ing that the difference between training loss and test loss of FCNN were larger than that of RNN.

Figure 10 displays the RRMSEtemporal, RRMSEspectral and ACC of the four networks
in different noise levels for ocular artifact remvoal. Generally, for all the networks, the
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Figure 7: Some examplary epochs showing the performance in temporal (upper) and spectral
(bottom) domains for myogenic artifact removal. (a) FCNN. (b) Simple CNN. (c) Complex
CNN. (d) RNN. (left) The examples with the best denoising performance; (right) the examples
with the worst denoising performance. The green, red and blue line are the noisy EEG, the
ground-true EEG and the cleaned EEG by EEGdenoiseNet, respectively.

RRMSEtemporal and RRMSEspectral values decreased and the ACC increased with decreasing
noise level. As expected, all the networks showed a relatively higher RRMSEtemporal and
RRMSEspectral, and lower ACC in high noise level compared to low noise level. In detail, in
the high noise level part, complex CNN showed the lowest RRMSEtemporal and RRMSEspectral

among the four networks, followed by FCNN and simple CNN. Conversely, complex CNN had
the largest ACC value in high noise level compared to FCNN and simple CNN. RNN showed
the highest RRMSEtemporal and RRMSEspectral and the lowest ACC value in high noise level.
The values in the low noise level part among the networks are more or less similar, and barely
change after the noise low to an certain level (eg. SNR >0).

Figure 11 displays the three evaluation parameters for myogenic artifact removal in dif-
ferent noise levels. Similar to the case of ocular artifact removal, the RRMSEtemporal and
RRMSEspectral of the four networks showed a decreasing trend with increasing SNR, whereas
the ACC showed an increasing trend. The parameters barely change when the SNR was larger
than 0 dB. The simple CNN showed higher RRMSE in low SNR than other networks. RNN
had the lowest RRMSEtemporal and RRMSEspectral and the highest ACC value in high noise
level, whereas the values of the FCNN and RNN showed little difference in the low noise level.

We further summarized the quantitative benchmarks by averaging the values over all SNRs
for ocular artifact removal (see Table 1) and myogenic artifact removal (see Table 2). From
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Figure 8: MSE loss of the training set and test set versus the number of epochs in ocular
artifact removal. (a) FCNN; (b) Simple CNN; (c) Complex CNN; (d) RNN.

the tables, we could see that the complex CNN had the lowest average RRMSEtemporal and
highest average ACC, whereas the FCNN had the lowest average RRMSEspectral for ocular
artifact removal. We also noticed that RNN had the lowest average RRMSEtemporal and
RRMSEspectral and highest average ACC in myogenic artifact removal.

To additionally evaluate the performance of the networks in different frequency bands, we
calculated the average power ratio of each frequency band to whole band for ocular artifact
removal (see Table 3) and myogenic artifact removal (see Table 4).The frequency bands under
consideration were the delta (1-4 Hz), theta (4-8 Hz), alpha (8-13 Hz), beta (13-30 Hz), and
gamma (30-80 Hz) bands, whereas the whole band was between 1 and 80 Hz. For the ocular
artifact removal, the power ratio of delta and theta bands, respectively, increased with the
mixing of ocular artifacts, whereas the ratio of the other bands decreased. Comparing the ratio
of ground truth with the ratio of the output from each model in ocular artifact removal, we
noticed that in general, the DL networks permitted to recover the power ratio of each band from
the noisy signal. In detail, the simple CNN showed the closest delta power ratio to the delta
power ratio of ground truth; the RNN had the closest ratio to the ratio of ground truth in theta,
alpha and gamma band; the complex CNN showed the closes ratio to the ratio of ground truth
in beta band. In myogenic artifact removal, the power ratio of delta and gamma band noticeably
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Figure 9: MSE loss of the training set and test set versus the number of epochs in myogenic
artifact removal. (a) FCNN; (b) Simple CNN; (c) Complex CNN; (d) RNN.

increased after adding the artifact to the ground truth EEG, whereas the ratio of the other bands
decreased. Comparing the ratio of ground truth with the ratio of the output from each model
in myogenic artifact removal, we found that RNN showed the closest ratio to ground truth in
theta, alpha, beta and gamma bands, while FCNN also showed the closest ratio to ground truth
in alpha bands; for delta band, simple CNN showed the closest ratio to the ratio of ground truth.

5 Discussion
In this study, we provided a dataset, called EEGdenoiseNet, for training and testing DL-based
denoising algorithms. To best fit the needs of DL-based denoising applications, the dataset
was not only cleaned by using the ICLabel [9] for EEG and then manual inspections for both
EEG and noise, but also standardized and categorized to cleaned EEG, EOG and EMG epochs.
Whereas in other publicly available dataset repositories, they provide datasets in resting state
[43, 44], or related to specific tasks such as psychological tasks [45, 46, 47], motor imaginary or
motor tasks [48, 49, 50, 51]. Another previous study offered semi-simulated dataset for EOG
artifact removal, but they did not contain EMG signals and performance benchmarks [68].
The effective use of these datasets on DL-based denoising study requires extensive background
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Table 1: Average performances of all SNRs in ocualar artifact removal.
Model RRMSEtemporal RRMSEspectral ACC

FCNN 0.367 0.337 0.906
Simple CNN 0.359 0.361 0.916
Complex CNN 0.336 0.343 0.923
RNN 0.411 0.389 0.900

Table 2: Average performances of all SNRs in myogenic artifact removal.
Model RRMSEtemporal RRMSEspectral ACC

FCNN 0.569 0.552 0.804
Simple CNN 0.639 0.643 0.787
Complex CNN 0.632 0.604 0.786
RNN 0.561 0.521 0.816

Table 3: Power ratios of different frequency bands before and after ocular artifact removal
Model delta theta alpha beta gamma

FCNN 0.122 0.124 0.087 0.496 0.171
Simple CNN 0.127 0.126 0.084 0.491 0.169
Complex CNN 0.126 0.126 0.088 0.490 0.171
RNN 0.104 0.128 0.101 0.499 0.167
ground truth 0.140 0.144 0.095 0.462 0.159
noisy signal 0.648 0.237 0.062 0.042 0.011

Table 4: Power ratios of different frequency bands before and after myogenic artifact removal
Model delta theta alpha beta gamma

FCNN 0.152 0.162 0.092 0.458 0.135
Simple CNN 0.143 0.159 0.104 0.416 0.177
Complex CNN 0.132 0.163 0.104 0.419 0.181
RNN 0.126 0.138 0.094 0.467 0.174
ground truth 0.139 0.139 0.093 0.466 0.163
noisy signal 0.243 0.138 0.064 0.174 0.381
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Figure 10: Performances of four networks in ocular artifact removal with different SNRs. (a)
RRMSEtemporal. (b) RRMSEspectral. (c) ACC.

knowledge on EEG, concerning the nature of the signals, EEG data format conversion, as
well as EEG signal processing. In contrast, the epochs in our dataset have been already
pre-processed such that the users can immediately create a large set of simulated noisy epochs
with ground truth for their DL-based denoising study without being distracted by the detailed
electrophysiological knowledge. With this advantage, our well-structured dataset would greatly
contribute to the development of DL-based EEG denoising field.

A major issue in evaluating the performance of EEG artifact removal approaches based
on DL is the lack of specific benchmarks. To fill this gap, we provided a set of benchmark
algorithms along with a standardized EEG dataset. We chose well-known and relatively
basic networks, i.e. a fully—connected network, a simple convolution network, a RNN and
a complex convolution network, as benchmark algorithms. Performance of these DL mod-
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Figure 11: Performances of four networks in myogenic artifact removal with different SNRs.
(a) RRMSEtemporal. (b) RRMSEspectral. (c) ACC.

els in providing artifact-corrected EEG data was measured using standard measures such
as RRMSE, PSD and ACC. Furthermore, we also defined network convergence, expressed
by loss as a function of epoch number. We expect our work to contribute to the DL-based
EEG denoising field, in particular because it standardizes the evaluation of method performance.

Comparisons of performance among our basic networks, traditional approaches and other
DL-based methods would be interesting. Generally, the four networks were able to learn
the characteristics of neural activity, and could remove ocular activity and to some extent
attenuate myogenic activity from the noisy signals. In some epochs that has low level of ocular
artifacts, the four networks had similar performance in ocular artifact removal, while in some
cases with high level of ocular artifacts, the complex CNN outperformed other networks. We
also found that the artifacts in low frequency bands were well detected and removed, but
at high frequencies artifact removal was more complicated. The reason could be that deep
neural networks often learn to fit the low-frequencies of target functions at the early stage
of training and then fit the high-frequencies as iteration steps of training increase, which is
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called F-Principle [69]. This also explains the fact that ocular artifacts can be more effectively
attenuated than myogenic artifacts by the four networks; since ocular activity mainly lies
in low frequencies while myogenic activity mostly compose of high frequency components.
Interestingly, for the ocular artifact removal, the ACC of the four networks was comparable to
previously reported results of traditional regression-based methods, and slightly higher than
basic offline ICA-based methods [70], in turn, it was slightly lower than a previously reported
BSS-REG method [70]. Previously reported DL-based ocular artifact removal method [37] also
showed comparable results to traditional methods but they did not use standardized metrics
for performance evaluation, which makes it hard to compare with other networks; the same
problem is present when comparing with other traditional methods [71, 72, 73, 74]. Compared
to ocular artifacts, myogenic artifacts were shown to be more difficult to remove using either
traditional methods [75, 20], or DL-based methods (Table 1 & 2). Our results are in line with
those findings. The DL methods in our study can to some extent recover neural activity from
EEG contaminated by myogenic artifacts when the artifact level is relatively low. In high SNR
(>0 dB) coditions, we found that the networks in our study provided comparable performance
as compared to simple low-pass filters [63] or independent components analysis-based methods
[63], but underperformed canonical correlation analysis-based methods [63], an independent
vector analysis-based methods [76], ensemble empirical mode decomposition-joint blind source
separation methods [77, 78, 79] and multivariate empirical mode decomposition-blind source
separation methods [80, 81]. Remarkably, although most of the studies did not provide evalua-
tions with low SNR (< 0 dB), we posit the DL networks may perform slightly better in this
condition than most of the traditional methods. In our study we just tested four basic DL
networks. We expect that more advanced networks would yield better performance in EEG
artifact removal than traditional methods, especially in the case of low SNR (< 0 dB).

The application of DL-based methods on EEG denoising is beneficial under several aspects,
such as its flexibility and generalizability. DL-based denoising methods require a large amount
of noisy EEG and ground truth EEG signals in the training stage. On the other hand, once
the model is trained, it can be easily applied in many cases such as single-channel EEG,
multi-channel EEG and high-density EEG without constraints on the number of the electrodes;
or can be generalized to EEG collected during different tasks, regardless of the corresponding
reference channels for artifact removal. Another benefit is that DL networks have complex
neural network structures that can learn the true nature of neural activities from nonlinear and
non-stationary EEG signals, whereas traditional methods often linearly attenuate the artifacts.
Accordingly, DL-based methods hold the promise to offer better performance than traditional
approaches.

A number of limitations of this study should also be mentioned. An important potential
problem is the size of the dataset. We provided several thousands of epochs for EEG, ocular and
myogenic artifact categories, but it is possible that more complex networks will need larger data
size for training and testing. Another drawback is the diversity of the EEG type and artifact
type. EEG data may be collected in resting state or in different task conditions; furthermore,
artifacts in EEG recordings are not only limited to ocular and myogenic. For example, the
removal of movement artifacts is important for EEG mobile applications. Implementing a
submission, review and approval mechanism of additional EEG data would be helpful. Such a
continuously evolving dataset would contribute to the generalization of the DL-based EEG

17



denoising networks to different brain states. Moreover, we focused in this study on the denosing
of 2s-long EEG epochs. Notably, the length of trials with some tasks might be longer than 2
seconds, not to mention the case of resting EEG, for which no trial can be defined. Extensions
of EEGdenoiseNet for continuous removal of artifacts will be necessary in the future. The
continuous artifact removal problem can be solved by defining pseudo-epochs in continuous
EEG recordings, and extracting hidden relationships between continuous epochs, such that the
previous epoch can be used in the training stage as input to constrain the denoising process of
the current epoch.

6 Conclusion
In this study, we provided a dataset containing thousands of clean EEG, ocular artifact and
muscular artifact epochs, which is suited for benchmarking DL-based EEG denoising methods.
The dataset is well-structured and publicly available online in different formats. In addition,
we included a set of benchmark tools, to facilitate the assessment of newly-developed DL-based
EEG denoising models. Our benchmarking results suggested that DL methods have great
potential for the removal of both ocular and myogenic artifacts from EEG data, even at high
noise levels. Our study might accelerate developments in the field of DL-based EEG denoising.
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Figures and Tables
Figure 1: The pipeline for obtaining clean EEG, EOG and MEG.

Figure 2: Examples of epochs in EEGdenoiseNet dataset. (a) An EEG epoch. (b) A vertical
EOG (vEOG) epoch. (c) A horizontal EOG (hEOG) epoch. (d) An EMG epoch.

Figure 3: The structure of EEGdenoiseNet.

Figure 4: The pipelines for mixing noises to clean EEG signal. (a) Addition of ocular artifacts.
(b) Addition of myogenic artifacts..

Figure 5: The structures of the four DL-based methods for benchmarking. (a)FCNN ; (b)
Simple CNN; (c) Complex CNN; (d) RNN.

Figure 6: Some examplary epochs of the performance in temporal domain (upper) and spectral
domain (bottom) for ocular artifact removal. (a) FCNN. (b) Simple CNN. (c) Complex CNN.
(d) RNN. (left) The examples with the best denoising performance; (right) the examples
with the worst denosing performance. The green, red and blue line are the noisy EEG, the
ground-truth EEG and the denoised EEG by EEGdenoiseNet, respectively.

Figure 7: Some examplary epochs showing the performance in temporal (upper) and spectral
(bottom) domains for myogenic artifact removal. (a) FCNN. (b) Simple CNN. (c) Complex
CNN. (d) RNN. (left) The examples with the best denoising performance; (right) the examples
with the worst denoising performance. The green, red and blue line are the noisy EEG, the
ground-true EEG and the cleaned EEG by EEGdenoiseNet, respectively.

Figure 8: MSE loss of the training set and test set versus the number of epochs in ocular
artifact removal.

Figure 9: MSE loss of the training set and test set versus the number of epochs in myogenic
artifact removal.

Figure 10: Performances of four networks in ocular artifact removal with different SNRs.

Figure 11: Performances of four networks in myogenic artifact removal with different SNRs.

Table 1: Average performances of all SNRs in ocular artifact removal The RRMSEtemporal,
RRMSEspectral and ACC of FCNN, simple CNN, complex CNN and RNN are listed.

Table 2: Average performances of all SNRs in myogenic artifact removal
Table 3: Power ratios of different frequency bands before and after ocular artifact removal.
Table 4: Power ratios of different frequency bands before and after myogenic artifact removal.
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